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Abstract

The NOAO Mosaic Pipeline is a fully distributed and paragigstem able to efficiently process and
reduce mosaic imaging data in near real time. Basic CCD tegycemoval of instrumental fea-
tures (e.g. fringes, pupil ghosts and crosstalk), astromedlibration and zero point photometric
calibration are performed. The NOAO Mosaic Pipeline Systenomposed of a variable number
of processing nodes organized in a network. Data can erggurtitessing network at any node,
thus improving the robustness of the whole architectureilé\ieing developed with the NOAO
Mosaic Imagers in mind, the system is general enough thatiltidbe easily customized to handle
other instruments.

Keywords: Pipelines, Mosaic, Distributed Computing, High PerforcearComputing, IRAF,
OPUS
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1 Overview

The main characteristics of the NOAO Mosaic Pipeline Sysdesn
e Science driven development.

e Based on a comprehensive Data Model.

High degree of modularity and code reuse.

Dynamic, freely variable number of computing nodes.

Dynamic, XML based configuration of modules and pipelines.

Dynamic master-slave hierarchy among the nodes.

Dynamic routing of data through available nodes.

Sophisticated predictive load balancing.

Database based calibration file management.

High degree of abstraction from the underlying implemeaiat

2 System Architecture

To the outside world, the NOAO Pipeline System appears aasck blox (Fig. 1). Data is submitted
to the Pipeline either directly from the telescope or from HOAO Science Archive. A pipeline
operator is able to constantly monitor the health and perémce of the system and, if necessary,
completely control the processing.

Quality control data is produced at several steps in theliRggecovering both basic telemetry
and advanced image parameters (e.g. sky uniformity, PS&tieens etc.). Monitor GUIs can sub-
scribe to these streams of informations, enabling, fomimst, the instrument scientist to monitor
the performance of the instrument.

The system produces calibrated data, master calibrateonmefs, catalogues and data quality
information that can be delivered to the observer and imglistthe Science Archive.

3 NodeArchitecture

Processing nodes have a layered architecture, as illedtraFig. 2. The Processing Software (e.qg.
IRAF tasks, scripts, compiled code) does the actual nunoeicbing. The Software is logically
organized in modules. Modules are then grouped into standalipelines. Pipelines form the full
processing system. Any number of instances of each moduléeatarted, to fully exploit the
processing power of the host machine.

The Black Board subsystem is responsible for making datatthoaugh the processing mod-
ules/pipelines (modules and pipelines can be dynamicalyned together at run-time, using an
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Figure 1: Schematic description of the NOAO Mosaic Pipetinghitecture.

XML based configuration system). The Black Board also presian event handling and message
passing framework that individual modules and pipelines us

The Node Manager is a high performance server, running om eade. It fully controls the
operation of the Pipeline System on that node, allowinglpipeperators (via Control GUIS) to:

1. Start/stop/restart the whole Pipeline System or parits of
2. Control the processing of each dataset.
3. Monitor the status of the processing network.

The Node Manager also serves as load balancer. This fuatitiois implemented in a fairly
sophisticated algorithm able to predict the load of a givextessing node given its current CPU
load, number of processors, number of instances of a giyelipe and the number of files in the
queue.

The current architecture implements well defined inteddoe inter-machine communication
and for communications with Monitor and Control GUIs. Dagarty processed, software and state
are always kept local to each machine (having a private coplyeoBlack Board). The result is
that each node of the processing network is an independstyt diinis makes the NOAO Pipeline
able to handle the failure of one or more nodes by transggresrouting data to the available
machines.
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Figure 2: Schematic description of the NOAO architecturthefprocessing network.




