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Abstract

| discuss the calibration and removal of instrumental madrity for the NEWFIRM array
detectors. The analysis is complicated by the time intdyetleen pixel reset and first readout in
correlated double sampling observations. This intervalsasignificant for the NEWFIRM arrays
(up to 1.2 seconds for the most common observing mode, agetavhen more than one Fowler
readout is used), and varies with position over the arrayesgnt a method for deriving linearity
correction equations from a sequence of calibration tetst, @gand for applying these corrections
to observations. Using a set of calibration observatiokertan February 2008, | illustrate the
linearity behavior and derive mean linearity coefficierds éach of the NEWFIRM arrays. For
data taken with low count rates and long exposure timesrthgsare approximately 6% nonlinear
at a level of 10000 ADU, and saturate at slightly higher thodds. In an appendix, | present an
implementation of the linearity correction using the IRABKI nexpr and expression databases.
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1 Introduction

The NEWFIRM arrays, like most infrared detectors, are nadr. For an incident signal with
fixed intensity, the counts recorded by the detector ineredsa rate that is slower than linear.
As more photoelectrons accumulate in a pixel, the rate atlwadditional electrons accumulate
decreases. At count levels of 10000 ADU (or 80000 electrgiven the NEWFIRM gain~ 8
electrons/ADU), the arrays are typically6 to 8% nonlinear, and they saturate at a level somewhat
higher than this.

It is important to calibrate the nonlinear behavior of imé@ arrays, and to remove this when
reducing NEWFIRM data, for several reasons:

e to ensure accurate relative photometry between brightesuke.g., standard stars) and faint
sources (e.g., distant galaxies or faint stars of scientiferest),

¢ to ensure that flat field exposures (dome or sky flats) acduratp the relative pixel respon-
sivity over the array,

e to ensure that the recorded counts from the sky vary in adingaform way over the ar-
ray as the sky brightness fluctuates, in order to faciliteyessibtraction by running median
procedures.

Linearity calibration for NEWFIRM is complicated by the fathat the images which are
recorded by the instrument do not include all of the courd Were originally collected in each
pixel. The arrays are operated in correlated double sagnp@DS) mode. In CDS, the array is
reset, then after a short but finite time interval, each pixeéad once, non-destructively. It takes
a significant period of time to read the whole array, and floeeethis “reset-to-1st-read” interval
varies with pixel position. After the first read, the desiiategration time passes, and then the
pixels are read again. The final value that is recorded fdn pal is difference between the val-
ues of the two readouts. However, the actual, total numbacofimulated counts was larger, due
to the counts collected during the r2r interval. For the ncoshmon broad band observing mode
with NEWFIRM (4 digital averages and 1 Fowler sample), theimBerval varies from 0.0346 to
1.1946 seconds, depending on pixel position on the arrayslivart exposures, this can be a sig-
nificant fraction of the total requested exposure time, amdhigh count rates, the “true” number
of counts collected in a pixel may be very different from tinegasured” counts recorded after the
CDS difference, and therefore may place that pixel on a vefgrdnt part of the linearity curve.
This r2r time is much longer when multiple Fowler samplingdeuts are used (e.g., as a strategy
to reduce the effective detector readout noise in low-bamkgd conditions such as narrow band
imaging).

Figure 1 shows a schematic (but realistic) representatfoNESVFIRM linearity behavior.
Here, the number of counts recorded by the array departsafically from the true number of
counts that should have been recorded if the array werejinp&o a saturation threshold at 12000
ADU. Figure 1 illustrates the number of counts that wouldially be measured in a CDS obser-
vation with requested integration timg taking into account the signal from the r2r interyathat
gets subtracted away. The figure at left shows how the apipsaturation threshold decreases for
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Figure 1: Schematic illustration of infrared array nonéng. For a true, linear count rate
incident on the detector, the horizontal axis shows thee"traunts” for an exposure tintei.e.,

n = rg X t, while the vertical axis shows the counts actually collddig the pixel. The dotted
line shows a linear relation, while the solid line shows acfion which departs quadratically in a
manner similar to that of the NEWFIRM arrays, and which thatusates at a maximum value of
12000 ADU. The dashed reference line indicates 10000 AD@revthe NEWFIRM arrays depart
from linear behavior by about 6%.

shorter exposure times as the r2r timdecomes a significant fraction of the total exposure time
t, = t; +t,.. Atright, we see how the variation in the r2r timeover the array can lead to different
linearity and saturation behavior for a fixed (short) expegime.
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Figure 2: Left: Measured counts for schematic NEWFIRM array behavior, asation of true
incident count rater{), for various exposure times = 1 to 32 seconds, assuming a reset-to-
1st-read intervat, = 1.0 second.Right: Measured counts for a short (2 second) exposure as a
function of incident count rate, for various reset-to-r@gdrvals from 0 to 2 seconds.
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2 Definitions

Here, we define variables and notation that we will use indlEsussion.

ro = trueincident count rate (if detectors were linear)
t, = reset-to-1st-read (“r2r”) time interval

t; = requested integration time

ty, = t,+1

We adopt the notation:

N = measured or collected counts (i.e., actual nonlinear syunt
n = “true” linear counts= rt
Specifically:
N,, = measured counts
N, = counts accumulated in r2r interval
N; = total counts accumulated in pixel N, + N,,

Similar definitions apply for,,, n,., n,.

3 The linearity function A:

We define the relation between true (linearand measured (nonlineay,) counts as:

N = An

A is often well approximated by a simple linear functiomotup to some count leveN,,,) where
saturation occurs:

N < Nyt : A(n)=b+sn

wheres is generally negative, and it is common to require- 1, i.e., to define the array to be
linear at the point where the coumts (or n) approach 0. Many elements of the discussion here
could be generalized to other functional forms, but for diaify we will assume this form here.
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4 Deriving A from calibration data:

A linearity calibration sequence generally consists ofreesef exposures of a source (e.g., dome
flat white spot) with temporally stable and uniform illumiizan. The illumination level should be
set low enough so that a wide range of exposure times can be,tatmpling the dynamic range
of accumulated count levels from small values up to satmgti- 10000 ADU for NEWFIRM).
Bias+dark exposures must also be taken for each exposueeutied in the linearity sequence.
Often, frames at a fiducial reference exposure time (sonaively short exposure) are taken
periodically during the sequence to monitor possible gliift the illumination level. However,
with NEWFIRM this is complicated by signal persistence, ethalso tends to affect the counts
in the reference images if they are taken after much longposxes with higher count levels.
Frequently, multiple frames will be taken at each exposume tboth for the lights-on data and
the bias+dark frames. Section 8 provides a more detailed@cific description of how linearity
coefficients were derived from one set of test data taken lmugey 2008.

Assume that linearity exposures are taken, with requested exposusestim

t(i),i=1,k

Here, we assume that multiple frames taken at each expaswedave been averaged, and that the
appropriate bias+dark exposures have been subtractedeA gixel(x, y) on the array has reset-
to-1st-read interval,., and records measured valu€g:) for thek exposures in the sequence. For
the present, we will assume that the illumination level wasstant, i.e., not varying with time.

First, we iteratively estimate the “true” linear count ragdy extrapolating the measured count
rates back té = 0:

First iteration:

¢ define the apparent count rate to/§e) = N;(i)/t,(7)

consider only measurements with(i) < N, to use in the analysis

carry out linear least-squares fittQ) vs.t;(i): r¢i) = ro + at;

record the slope = (note: this is different than the slopen the definition ofA(n) because
here we fit versus rather tham)

the intercept at, = 0 gives a first estimate of linear count ratg

Subsequent iterations:

include reset-to-read time;(i) = ¢,(i) + ¢,

estimate counts from rese¥,. = (¢ + at,)t,

add reset counts to meaured counts per imaggi) = N,(i) + N,

compute new total count rat¢:i) = N;,.(i)/t.(7)
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e carry out linear least-squares fititQ) vs.t,;(i) to get new estimates of anda,

e repeat iterations a few times until the count rafeonverges

With this, we compute

n(i) = rot(d)
Nl(l) + (CLtT + To)tT
r(i) = Ni() /()

=
3
—~
~
~—

and do alinear least squares fit{@) vs.n(i), for N < N, to derive the linearity function slope
s. This can be done for every pixel on the array, giving a liftgaoefficient images(z, y).

5 Applying the linearity correction:

During a particular observation, a pixét, y) observes signal that generates a true (linear, un-
known) count rate. After a requested exposure timierecords the (nonlinear, measured) value
N,, counts in a correlated double sampling readout. The resgsttread time for this pixel is.,
and the measured counts in the CDS readout are true “totalitsadecorded)V,, and the counts
colleced in the reset-to-read interval,. Again, we notate the true (linear, but unknown) values
of the signal as (i.e.,n,,, n¢, n,.), with N = An.

We have:

ne = 1oty =1t +1;)

n, = 71ot,
Nt = A(nt)nt
N, = A(n.)n,

Nn = Ny— N,
= ro[tiA(ne) — t,A(n,)]
= 1o[tiA(rote) — t,A(rot,)]

Therefore, for any specified linearity functid(n), and for fixedt, andt;, there is a unique
mapping between “true” linear count raigand the measured counts,. In practice this mapping
can be bimodal, in the sense that different count rajesay map to the same measurgg.

Once again, let's adopt a model linearity function of thexfor

A(n) =b+ sn
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wheres is generally negative. As noted above, we may wish to defipne such that = 1, but
for the moment we will carry along the varialllexplicitly.
So, we have:

N = A(n)n
= n(b+ sn)

i.e., a quadratic relation between true and measured cderas above:

Ny = roltiA(rty) — t.A(rot,)]
= 71o[te(b+ sroty) — t,.(b+ srot,)]
= ro[b(t; — t,) + sro(t; — t2)]
= btirg+ s(t; —t2)rg

Solving this quadratic equation gives:

ro = [=bti £ 1/ (bt:)? + 4s(t7 — 2) N, ] /(25(t2 — 2))

The “-” solution represents the “descending” branch of Ahgr) relation, where the final readout
is highly saturated and the signal in the first readout ishtatcup to it. In practice those data are
unrecoverable, and only the “+” solution is valid, so:

ro = [=bti + \/(b6)” + 4s(8 — ) N,u] /(25(8 — 1))
For the case where we have defined b = 1, this gives:

ro = [t + /(1) + 4s(12 — 12)N,.]/(25(12 — 12))

Generally, both the reset-to-1st-read timend the linearity coefficient may be functions of
array position(z, y).

Finally, if one desires the linearized counts for the finaidurct (instead of the count rate), we
simply multiply by the exposure time:

nm = Toti
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6 NEWFIRM array readout timing:

The discussion on the readout timing of the NEWFIRM arraysased on information provided
by Maureen Ellis, based on timing tests that she carried out.

The interval between array reset and the readout of the fist is t, = 0.0346 seconds. One
CDS readout (2048 rows) requires a timg,() which depends on the number of digital averages
(Npa):

NDA Leds
1 0.56
2 0.86
4 1.16
8 2.75
16 2.94

Note that forNp4 > 2, the timing can be represented by the linear relation

togs = 0.564 4+ 0.148 Np 4

but that this apparently does not hold f§p, 4 = 1. After discussions with Maureen Ellis, it is not
entirely clear why the timing behavior should depart frons tmear relation forNp 4 = 1. It may
be worthwhile to redo these measurements at some point forochis behavior.

The total r2r time interval is:

tr(y) = t() + tcds(y/2048)

For the case of readout using a single Fowler samjglg;(= 1), the equation above gives the reset
time vs. pixel positiorny. For multiple Fowler samples\(»s > 1), the array is read ou¥yg times

in succession. The first readout takes place as describee.aBach subsequent readout follows
after an inter-readout interva] = 0.0568 sec. Therefore, for Fowler readouts= 1 to Nrg, a
given pixel will be read at the following times:

tT(y,i) = t() + tcds(y/2048) + (’L - 1)<tcds + tl);i = 1, NFS

The multiple Fowler sample readouts are summed and the insageitten out. For linearity
calibration, we will adopt the averagg.(y)) for the Nps Fowler samples as the appropriate reset-
to-1st-read interval:

<tr(y)> = tO + (tcds + t1><NFS — 1)/2 + tcds(y/2048>

Note: this expression works fine fdfrs = 1, since the second term then vanishes and the expres-
sion is reduced to the same as that used\gr = 1 (above). So, we can use this in the general
case. We will write this as:
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tr(y) = tro+ teas(y/2048)
to+ (teas +t1)(Nps — 1) /2

trO

wheret,, is a function of bothNp,4 and Nrg, andt.4, is a function of Np4. The table below
gives these values for various combinations\gf, and Nrs. The last column gives the sum
to + teqs, Which is the maximum “extra” exposure time that is accurtadaluring the reset-to-1st-
readout interval (at readout royv= 2048). When considering saturation (e.g., for flat fields, sky
brightness, standard stars, etc.), an observer shouldikeemd that some portions of the array
will effectively have this much “extra” unseen exposuredim addition to whatever exposure time
that they requested, and that this extra signal will affieedrity and saturation.

NDA NFS Leds tro  to + Leds
1 1 0.56 0.0346 0.595
2 1 0.86 0.0346 0.894
4 1 1.16 0.0346 1.195
8 1 1.75 0.0346 1.785
16 1 2.93 0.0346 2.965
1 4 056 0.960 1.520
2 4 086 1.410 2.270
4 4 116 1.854 3.014
8 4 175 2.742 4.492
16 4 293 4.518 7.448
1 8 056 2193 2.753
2 8 0.86 3.243 4.103
4 8 116 4.279 5.439
8 8 175 6.351 8.101
16 8 293 10495 13.425

7  Linearity calibration observations and analysis

Linearity calibration data were taken on a number of oceesin the 2007B and 2008A semesters.
Here, we concentrate on the most useful sequence of obesyataken by Ron Probst on 2008
February 13.

Figure 3 illustrates the layout of the four NEWFIRM arraywit orientation with respect to the
sky, and their storage within multiextension FITS files, mplemented for the 2008A observing
semester. (These orientations were different for obsenstaken in 2007A and 2007B.) In the
figures that follow, the four arrays are indicated by numiaéels [1] to [4] which indicate the
FITS extension from the 2008A data.
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Figure 3: NEWFIRM array orientations and FITS file layout B108A semester. Labels in each
guadrant indicate the detector identifier (e.g., SN01@)pikel acquisition node (PAN, e.g., PAN-
A2) used to read out that array, and the FITS image extensign {m2) in which data from that
array is recorded. Arrows in each quadrant indicate theawadirection within each amplifier.
In the upper left hand quadrant, a compass rose indicatesidrgation of the celestial equatorial
coordinate system, while another shows the orientatiom@f-tr, +y pixel axes. These are the
same for all four quadrants.
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The linearity calibration test data were taken using donts #a the source of illumination,
with the lamp intensity set at 20.5 V. Observing through fhidter, this produces count rates of
order 200 to 270 ADU/s, depending on the detector. (The SNOd#y has extra anti-reflection
coating, which reduces the count rate at shorter wavelsmgihative to those of the other three
detectors.) A series of exposures was taken throughy thieer, and then repeated with the dark
slide in. The exposure time was gradually increased througthe sequence, from the shortest
allowed exposures (1.2 seconds) up to 60 seconds, withdrggaturns to a 10 second reference
time. 4 to 6 exposures were taken at each exposure time. Tlb&erving sequence was:

1. 6 Xx10.0s reference  13. 4 x 25.0s 25. 4 x45.0s
2.6x1.213s 14. 6 x 10.0s reference 26. 6 x 10.0s reference
3.6x2.5s 15. 4 x 27.5s 27. 4x 47.5s

4,6 x5.0s 16. 4 x 30.0s 28. 4 x 50.0s

5.6x7.5s 17. 6 x 10.0s reference 29. 6 x 10.0s reference
6. 6 x 10.0s reference  18. 4 x 32.5s 30. 4 x52.5s
7.6x12.5s 19. 4 x 35.0s 31. 4 x55.0s

8.6 x15.0s 20. 6 x 10.0s reference 32. 6 x 10.0s reference
9.6x17.5s 21.4x 37.5s 33.4x57.5s

10. 6 x 10.0s reference 22. 4 x 40.0s 34. 4 x 60.0s

11. 4x 20.0s 23. 6 x 10.0s reference 35. 6 x 10.0s reference
12. 4 x22.5s 24. 4 x42.5s

During analysis, multiple frames taken at each exposurewere averaged with sigma-clipping
to remove outlying pixel values. Figure 4 shows the courgle(V, in ADU), averaged over each
of the four arrays, versus exposure time. The counts inerepgo a threshold above than 10000
ADU (somewhat different for each array), then flatten outhesdrray reaches saturation. Fig-
ure 5 shows the apparent count rad/() versus the measured cours This illustrates the mild
nonlinearity asV increases to about 10000 ADU, and the sharp rollover beytoatd t

Figure 6 illustrates how linearity coefficients are derift@n these data, following the iterative
procedure described in Section 4. The “true” linear coutd rawas estimated by extrapolating
the measured counts versus exposure time down=d), and the procedure was iterated to take
into account the “missing” signal from the reset-to-1stdeut interval. The 2008 February 13
linearity sequence used 4 digital averag¥'s { = 4) and single Fowler sampling\rs = 1). The
average reset-to-1st-read interval over the array is ther= 0.0346 + 1.16/2 = 0.6146 seconds,
and the analysis done here (which derives an average ceeffiover the whole array) adopts
this constant value. This approximation has little effesice the actual exposure times used in the
linearity sequence go up to 100x longer than the r2r interval, but a careful derivation o&knity
coefficients for each pixel could use the correct r2r intefmaeach pixel.

The mean linearity coefficients per array, derived from tA88A calibration data using this
method are:

12
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Array

Extension Coefficient

SNO19
SNO022
SNO13
SNO11

iml
im2
im3
im4

-5.404e-6
-5.952e-6
-6.123e-6
-7.037e-6

13
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Figure 4: Average counts versus exposure time from lingaalibration observing sequence.
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Figure 5: Apparent count rate versus measured counts frogarity calibration observing se-
guence. The bunch of points at similar (low) ADU levels are #arious 10 second reference
frames taken during the sequence.
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relation was fit using the functional forth(n) = 1 + sn, and the value of the coefficientis
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8 Results

The following table shows the mean amplitude of the lingastdrrection, and the minimum to
maximum range of the correction values, for idealized insagih uniform count levels of 1000,
5000, 7000, and 9000 ADU (recorded, nonlinear values, asiifa CDS exposure), with exposure
times from 1.25 seconds to 20 seconds. These were calculsitegl a fixed linearity coefficient
with a values = —6x10~°, which is typical for the NEWFIRM arrays. The simulationases the
array timings forNp4 = 4 and Nrg = 1, which are the recommended values for standard broad
band imaging. The last column shows the percentage of pieelshich the “true” (i.e., linear)
number of counts, including the signal collected duringréedout-to-1st-read interval, exceeded
10000 ADU. ltalics indicate images where some pixels exedek000 ADU, i.e., pushing well
into the range of likely saturation.

Measured Exposure Average Max/Mir>10000 ADU

counts (ADU) time (sec) correction (%) range (%) (%)
1000 1.25 1.20% 1.19% 0%
1000 2.50 0.90% 0.60% 0%
1000 5.00 0.80% 0.30% 0%
1000 10.00 0.70% 0.20% 0%
1000 20.00 0.60% 0.10% 0%
5000 1.25 6.86% 7.06% 13.7%
5000 2.50 4.94% 3.25% 0%
5000 5.00 4.04% 1.59% 0%
5000 10.00 3.62% 0.78% 0%
5000 20.00 3.40% 0.39% 0%
7000 1.25 10.30% 11.15% 68.2%
7000 2.50 7.23% 4.92% 33.4%
7000 5.00 5.87% 2.33% 0%
7000 10.00 5.22% 1.15% 0%
7000 20.00 4.90% 0.56% 0%
9000 1.25 14.34% 16.66% 98.5%
9000 2.50 9.77% 6.91% 94.0%
9000 5.00 7.83% 3.19% 85.0%
9000 10.00 6.93% 1.55% 66.9%
9000 20.00 6.50% 0.76% 30.8%

While this example is highly idealized, it illustrates sesemportant points. When exposure
times are short, the reset-to-1st-readout interval besasignificant compared to the requested
exposure time. In this circumstance, when the count rageisigh, the linearity corrections become
quite large and vary significantly over the array due to therng variations. Also, a significant
number of pixels can be pushed into the range of nominal a@buar This is true even if the
apparent number of counts in the image is well below 10000 ADU.

17
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9 Saturation

As Figure 1 shows, no definition of saturation in terms of adid@eshold number of counts can
be used for NEWFIRM data. The counts in a CDS readout willredat different apparent levels,
depending on the intrinsic count rate, the exposure time la@ reset-to-1st-read time interval.

However, we may usefully define a saturation threshold ims$eof the true number of counts
that would have been incident on a pixel if the detector bimawvere linear, including both
the integration time and the reset-to-1st-read time. Letalisthisn,. For NEWFIRM, a value
ns = 10000 ADU should be a reasonable and conservative choice. Notettize the schematic
horizontal dashed line shown in Figure 1, which defines asitur in terms ofmeaured (nonlin-
ear) counts, here instead we are defining this thresholdnmsteftrue (linear) counts —i.e., as a
vertical line in those figures.

With botht; andt, known for each pixel, as well as the linearity functidé(v) (here assumed
to beA(n) = 1 + sn), we may compute the relation between the true saturatiei 1 and the
equivalent measured (nonlinear) valié, i.e., essentially the rollover point in the curves shown
in Figure 1. Going back to the equations fr@ra:

N,, = N;— N,
= nA(ny) — n.A(n,)
= m(l+ sng) —n.(1+ sn,)

To = —

t,
n, = Totr:nt<t —i—t)

Rearranging some terms in these equations, and subgjither‘true” saturation value, for
ng, we get the “measured” saturation valiig we get:

t, ) t \?
N, = ns[l— }+sns 1—( )
t.+1t; t,+t;

It is important to understand that this approach only defaéisreshold value for saturation
as the signal brightness (and hence count rate) increasgsnoving from left to right along the
horizontal axis of Figure 1. ktannot recognize pixels whose true count rates are so high that the
measured countd’,,, have turned over and started to decrease again (see Figurai$)happens
when the data have truly saturated to the maximum value veédirb the final CDS readout, and
when a significant number of counts are accumulated durie@rist CDS readout and subtracted
away. These saturated pixels will have values below the nainsaturation thresholy, defined
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above, and cannot easily be detected directly. Other giestenay need to be employed. For
the case of astronomical sources (e.g., stars), we may bodyton the fact that most objects
are centrally peaked, leading to a “volcano effect”, in vihibe pixel count values rise toward a
maximum value somewhere near our threshgldthen turn over and decrease in a “crater” at the
center of the star. By detecting “rings” of saturated pixeds may also flag those lower-valued but
still saturated pixels that they surround. A more difficidse is the example of a fully saturated
sky or flatfield image. This may be very difficult to recognizeamy simple thresholding method.

19



NEWFIRM linearity calibration PLO16

A Implementation usingi mexpr

Within the IRAF framework, NEWFIRM linearity correctioncde implemented using therexpr
task. Thel mexpr . expr db parameter provides a mechanism by which fairly complex sxath
matical expressions can be specified in a database file anadatied byi mexpr .

Here, we sketch three implementations of linearity coroectisingi mexpr databases. These
put increasing sophistication within the database exjessat the cost of increased computation
time due to the fact thatmexpr is required to recompute constants and evaluate conditiona
expressions repeatedly, thousands of times per image.

Database version 1.1 has the simplest expressions. Thegticoinstants,.,, andt, (seeg6)
should be computed once for the image being evaluated ang#ssed tdo mexpr as arguments.
Different functions(cl1l, |c2, |1c3, | c4)are called forthe four different NEWFIRM detec-
tors to take into account their different readout oriewtagiwithin the FITS files. Version 1.2 adds
a bit of complexity (and inefficiency) by calculating;; andt, within the expression database.
Version 1.3 is fully self-contained, and uses a single fimmct ¢ to correct all four detectors,
conditionally selecting which of several sub-functionsctll based on header information that
identifies the detector. In a simplified timing test usingragk constant linearity coefficient rather
than an array of coefficients, and processing on a lightlgddaMacintosh Pro workstation, the
mean times needed to apply a correction to a sipgi8? image for these three versions were 4.4,
5.2, and 9.5 seconds, respectively. The added sophisticattivl.3 may therefore be outweighed
by the time savings that result from using one of the lessistipated implementations.

A.1 Versionl1l.1l

Dat abase of imexpr function information for NEWFIRM |inearity correction
Draft 1.1, MED, 2008 Septenber 2
Ap

ply linearity corrections to any NEWFI RM detector.

This version uses the fewest 'expandabl e’ expressions within the inexpr database,
reduci ng conputation tine by evaluating the paraneters tcds and tr0O once in the
calling routine. It enploys four distinct functions, 'Ic?, which are operate on
the four NEWI RM detectors.

For the four NEWFIRM detectors (in extensions 1,2,3,4), the format of the inmexpr call is (e.g.):
imexpr "lcl(a,b)" outl.fits a=image.fits[1] b=lincoeff.fits[1] c=tcds d=tr0 exprdb=newfirmlinearity_vi.1.db
imexpr "lc2(a,b)" out2.fits a=image.fits[2] b=lincoeff.fits[2] c=tcds d=tr0 exprdb=newfirmlinearity_vi1.1.db
imexpr "lc3(a, b)" out3.fits a=image.fits[3] b=lincoeff.fits[3] c=tcds d=tr0 exprdb=newfirmlinearity_vi.1.db
imexpr "lc4(a,b)" outd.fits a=image.fits[4] b=lincoeff.fits[4] c=tcds d=trO exprdb=newfirmlinearity_vi.1.db

where (e.g.)
outl.fits is the result of the operation, a linearized version of the inage,
i.e., where the original signal |evel has been corrected for nonlinearity.
= image. fits[1] is the inage being corrected (in this exanple, one extension of an MEF)
lincoeff.fits[1] is either an array of linearity coefficients (again, in this exanple,
one extension of an MEF), or a single constant coefficient to be used
for all pixels in the array
c = tcds is the time required for a single readout of the detector in correlated double
sanpling (CDS) node. This is a function of the nunber of digital averages (NDA):
tcds = ((NDA==1) ? 0.56 : 0.564+0. 148+ NDA)
d=1tr0 is the baseline tine constant for reset-to-1st-read. This is a function
if the single CDS readout time (tcds) and the nunber of Fow er Sanples (NFS),
tr0 = (TRO+(tcds+TR1) *(NFS-1)/2),
wher e
TRO = 0.0346 is the interval (sec) between detector reset and first pixel readout
TR1 = 0.0568 is the mininuminterval (sec) between end of 1 CDS readout and start of another

a
b

HHHFHFRBHBFHRRFHFRBRERBEREERE R

# Timng constants:

TX= a.exptinme # Requested exposure tinme (fromimage header EXPTI ME keyword)
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# Functions to conpute the reset-to-1st-readout tinme interval
are used for the four
based on the array configuration and FITS format used in 2008A.
be different for 2007B data, where the arrangenent of the detectors

# The four functions 'tr?
# orientations into account,
# Note that this will
# in the FITS i mages was different.

tri(c,d) (d+cx(J/2048.)) # For SNO19
tr2(c,d) (d+cx(2049.-1)/2048.) # For
tr3(c,d) (d+cx(1/2048.)) # For SNO13
tr4(c,d) (d+cx(2049.-J)/2048.) # For

# Linearity correction functions for
# woul d call

one of these four functions (which in turn call

as a function of pixel position.
NEWFI RM arrays, and take the detector readout

= inml, SE quadrant
SN022 = inR, SWquadrant
= inB, NE quadrant
SNO11 = im4, NW quadrant
the four NEWFI RMdetectors. The calling inmexpr routine
the appropriate "tr?" function)

# depending on the array being processed.

lcl(a,b) (TX«(sqrt(TX«*2+4.
Ic2(a,b) (TX«(sqrt(TX«*2+4.
Ic3(a, b) (TX«(sqrt(TX«*2+4.
lc4(a,b) (TXe(sqrt(TXe*2+4.

A.2 \Version1l.2

Draft 1.2, MED, 2008 Septenber 2

Apply linearity corrections to any
This version uses four functions,

It also includes the eval uation of
This sinplifies the call and keeps
wi t hin the dat abase,

For the four NEWFI RM detectors (in

one extension of an MEF), or a
for all pixels in the array

HHIFHBEHHBRBEHRFEREREFHRF RS

# Timng constants:

TRO= 0. 0346
TR1= 0. 0568

# Interval
# M ni muminterval

*axbx ((TX+tri(c,d))**2-trl(c,d)**2))-TX)/ (2.
*axbx ((TX+tr2(c,d))**2-tr2(c,d)**2))-TX)/ (2.
*axbx ((TX+tr3(c,d))**2-tr3(c,d)**2))-TX)/ (2.
xaxbx ((TX+trd(c,d))**2-tr4(c,d)**2))-TX)/ (2.

"le?,

rather than hardwiring themin the calling routine,
cost of slow ng down execution somewhat.

a=i mage. fits[1]
a=i mage. fits[2]
a=i mage. fits[3]
a=i mage. fits[4]

is the result of the operation,

is the inage being corrected (in this exanple,
is either an array of linearity coefficients (again,

imexpr "lcl(a,b)" outl.fits

imexpr "lc2(a,b)" out2.fits

imexpr "lc3(a,b)" out3.fits

imexpr "lc4(a,b)" outd.fits
where (e.g.)

outl.fits

i.e., where the original signal
a = imge.fits[1]
b = lincoeff.fits[1]

(seconds) between detector
(seconds) between end of 1 CDS readout and start

*bx ((TX+tri(c,d))**2-tri(c,d)**2)
*bx ((TX+tr2(c,d))**2-tr2(c, d)**2)
*bx ((TX+tr3(c,d))**2-tr3(c, d)**2)

))
))
))
«bx ((TX+r4(c, d))«*2-tra(c, d)**2)))

Dat abase of imexpr function information for NEWFIRM |inearity correction

NEWFI RM det ect or .

whi ch are operate on the four NEWFI RM detectors.
the tcds and tr0 functions within the i mexpr database.
various constants and array-dependent timng cal cul ations
but comes at the

extensions 1,2,3,4), the format of the inmexpr
b=lincoeff.fits[1]
b=li ncoeff.fits[2]
b=l i ncoeff.fits[3]
b=l incoeff.fits[4]

call is (e.g.):

exprdb=newfirmlinearity_vi1.2.db
exprdb=newfirmlinearity_vi1. 2.db
exprdb=newfirmlinearity_vl.2.db
exprdb=newfirmlinearity_vl.2.db

a |linearized version of the inage,

has been corrected for nonlinearity.

one extension of an MEF)
in this exanple,

level

single constant coefficient to be used

reset and first pixel readout

of anot her

TX= a.exptinme # Requested exposure tine (frominmage header EXPTI ME keyword)
NFS= a. fsanpl e # Nunber of Fow er Sanples (frominmage header FSAMPLE keywor d)

NDA= a. di gavgs # Nunber of Digital

# Reset-to-1st-read time functions for four

Averages (frominmage header DI GAVGS keywor d)

NEWFI RM det ect or s.

# Time for a single readout of the detector in correl ated doubl e sanpling (CDS) node.

# This is a function of the nunber of digital

teds (( ==1) ? 0.56 :

# Baseline time constant for

reset-to-1st-read,

aver ages (NDA).

0. 564+0. 148 NDA)

as a function of

# the single CDS read tine (tcds) and the nunmber of Fow er Sanples (NFS):

tr0 (TRO+(tcds+TRL) *(NFS-1)/2)

# Functions to conpute the reset-to-1st-readout tinme interval
are used for the four
based on the array configuration and FITS format used in 2008A.
be different for 2007B data, where the arrangenent of the detectors

# The four functions 'tr?
# orientations into account,
# Note that this will
# in the FITS i mages was different.

trl (trO+tcds+(J/2048.)) # For SNO19
tr2 (trO+tcds+(2049.-1)/2048.) # For
tr3 (trO+tcds+(1/2048.)) # For SNO13
tr4 (trO+tcds+(2049.-J)/2048.) # For

# Linearity correction functions for
# woul d cal |

one of these four functions (which in turn call

as a function of pixel position.
NEWFI RM arrays, and take the detector readout

= inml, SE quadrant
SN022 = inR, SWquadrant
= inB, NE quadrant
SNO11 = im4, NW quadrant
the four NEWFI RM detectors. The calling inmexpr routine
the appropriate 'tr?" function)

# depending on the array being processed.
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lcl(a,b) (TX«(sqrt(TXex2+4 xaxb*((TX+trl)**«2-trlxx2))-TX)/ (2.
lc2(a,b) (TX«(sqrt(TXex2+4 xaxb*((TX+tr2)**x2-tr2xx2))-TX)/ (2.
Ic3(a,b) (TX«(sqrt(TXex2+4, xaxb*((TX+tr3)**x2-tr3+x2))-TX)/ (2.
lcd(a, b) (TX+(sqrt(TX«*x2+4. xaxb*((TX+trd)**2-trd«x2))-TX)/ (2.

A.3 Version1.3

Draft 1.3, MED, 2008 Septenber 2

Apply linearity corrections to any NEWFI RM detector.
This version uses a single function 'Ic’ which selects sele
extension-specific functions to call based on the I MAGEID h

i.e., the various reset and readout time constants are eval
the database, and do not need to be specified in the callin

several conditional expressions, is repeated thousands of t
of execution.

The format of the imexpr call is (e.g.):
imexpr "lc(a, b)" out.fits a=image.fits[1] b=lincoeff.fit

HHHEHHFHBRBF RS

for all pixels in the array
# Timng constants:

TRO= 0. 0346 # Interval (seconds) between detector reset and

wbr ((TXHFL)*%2-tr1x%2)))
wbx ((TXHLF2)*%2-1r2¢%2)))
wbx ((TXHLF3)*%2-1r3+%2)))
wbx ((TX+HU P 4) %% 2-tr dxx2)))

Dat abase of imexpr function information for NEWFIRM |inearity correction

cting appropriate
eader keyword.

The cal cul ations here alnost fully "self-contained" wthin the database expressions,

uated with functions within
g function. This is elegant,

but al so means that the calculation of these constants, as well as the evaluation of

imes, slow ng the speed

s[1] exprdb=newfirmlinearity_vl.3.db

wher e
out.fits is the result of the operation, a linearized version of the inage,
i.e., where the original signal |level has been corrected for nonlinearity.
a = imge.fits is the image being corrected (in this exanple, one extension of an MEF)
b = lincoeff.fits is either an array of linearity coefficients (again, in this exanple,

one extension of an MEF), or a single constant coefficient to be used

first pixel readout

TR1= 0.0568 # Mninuminterval (seconds) between end of 1 CDS readout and start of another
TX= a.exptime # Requested exposure tine (fromimge header EXPTI ME keyword)

NFS= a.fsanple # Number of Fow er Sanples (frominmage header
NDA= a. di gavgs # Number of Digital Averages (frominage heade

FSAMPLE keywor d)
r DI GAVGS keywor d)

# The | MAGEI D header keyword identifies the original imge extension

# and hence specifies which NEWFI RM det ect or produced the dat
11 D= a.imgeid
# Reset-to-1st-read tinme functions for four NEWI RM detectors

# Time for a single readout of the detector in correlated dou
# This is a function of the nunber of digital averages (NDA).

teds ((NDA==1) ? 0.56 : 0.564+0. 148+ NDA)

# Baseline time constant for reset-to-1st-read, as a function
# the single CDS read time (tcds) and the nunmber of Fow er Sa

tr0 (TRO+(tcds+TR1) *(NFS-1)/2)

# Function to conpute the reset-to-1st-readout time interval
# The routine "tr’ uses the | MAGEID header keyword to sel ect
# (tr?, below) that operate on the four different NEWI RM det
# orientations into account.

tr ((11D==1) 2 trd: ((11D==2) 2 tr2 : ((11D==3) 2 tr3 : ((I1

a.

bl e sanpling (CDS) node.

of
npl es (NFS):

as a function of pixel position.
one of four different functions
ectors, taking their

D==4) ? tr4 : trx))))

# The four functions 'tr?" are used for the four NEWIRMarrays, and take the detector readout

# orientations into account, based on the array configuration
# Note that this will be different for 2007B data, where the
# in the FITS images was different.

trl (trO+tcds+(J/2048.)) # For SNO19 = inl, SE quadrant
tr2 (trO+tcds+(2049.-1)/2048.) # For SNO22 = in2, SW quadrant
tr3 (trO+tcds+(1/2048.)) # For SNO13 = inB, NE quadrant
tr4 (trO+tcds+(2049.-J)/2048.) # For SNO11 = imd, NW quadrant
trx (0) # Dummy function if the value of a.imageid is invalid
# No error warning will occur, which may be a problem

and FITS format used in 2008A.
arrangenent of the detectors

# Generalized Linearity correction functions for all four NEWFI RM detectors

# (calling the generic "tr" function, which selects "tr?" fun

lc(a, b) (TX«(sqrt(TX«*2+4. xaxbx ((TX+tr)**2-tr*x2))-TX)/ (2. *b*

ctions by | MAGEID

((TXHr)**2-trex2)))
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